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Figure 1. We present SuperHead, a new method for super-resolving low-resolution 3D head avatars. Given an low-resolution animatable
avatar reconstructed from low-quality captures, SuperHead synthesizes high-fidelity geometry and detailed textures while ensuring multi-
view and temporal consistency under diverse facial expressions. Unlike prior image- or video-based SR approaches, our method directly
upsamples 3D avatars, enabling photorealistic animation and faithful identity preservation from degraded inputs.

Abstract

Creating high-fidelity, animatable 3D talking heads is
crucial for immersive applications, yet often hindered by
the prevalence of low-quality image or video sources, which
yield poor 3D reconstructions. In this paper, we intro-
duce SuperHead, a novel framework for enhancing low-
resolution, animatable 3D head avatars. The core chal-
lenge lies in synthesizing high-quality geometry and tex-
tures, while ensuring both 3D and temporal consistency
during animation and preserving subject identity. De-
spite recent progress in image, video and 3D-based super-
resolution (SR), existing SR techniques are ill-equipped to
handle dynamic 3D inputs. To address this, SuperHead
leverages the rich priors from pre-trained 3D generative
models via a novel dynamics-aware 3D inversion scheme.
This process optimizes the latent representation of the gen-
erative model to produce a super-resolved 3D Gaussian
Splatting (3DGS) head model, which is subsequently bound
to an underlying parametric head model for animation. The
inversion is jointly supervised using a sparse collection
of upscaled 2D face renderings and corresponding depth

maps, captured from diverse facial expressions and cam-
era viewpoints, to ensure realism under dynamic facial mo-
tions. Experiments demonstrate that SuperHead generates
avatars with fine-grained facial details under dynamic mo-
tions, significantly outperforming baseline methods in vi-
sual quality. The code will be made publicly available.

1. Introduction

High-fidelity, animatable 3D head avatars are increasingly
important in augmented and virtual reality, telepresence,
gaming, and digital entertainment, where realism is crit-
ical. However, capturing scan-quality geometry and dy-
namic textures with traditional pipelines requires costly,
specialized equipment [3, 5, 8, 17], limiting its accessibil-
ity. As a result, much recent work reconstructs dynamic 3D
heads from videos or images acquired with consumer de-
vices [11, 16, 18, 22, 23, 31, 40, 42, 50, 51, 63, 65]. Yet
such inputs often suffer from low resolution, poor lighting,
and motion blur, producing avatars with blurry textures and
artifacts that fall short of high-fidelity requirements.
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Figure 2. (a) Typical 3DGS process optimizes a head from multi-view images. (b) 3D GAN inversion aims to find a latent code whose
generated 3D head best explains the given multi-view images. (c) When input multi-views are inconsistent, typical 3DGS tends to create an
”averaged” result as a compromise among inconsistent inputs. 3D GAN inversion can generate high-frequency details because it searches
in a pre-trained high-resolution space.

In this paper, we focus on enhancing the visual quality
of low-resolution animatable head avatars, that is, 3D talk-
ing head models whose textures appear blurry and lack fine
facial details, often as a result of reconstruction from low-
quality input sources. While significant progress has been
made in image, video, and static 3D super-resolution (SR),
extending these advances to dynamic 3D heads presents
unique challenges. Unlike static SR, this task demands si-
multaneously generating high-resolution geometry and tex-
tures, preserving temporal consistency across diverse ex-
pressions, and faithfully maintaining identity. Existing 3D
SR approaches [21, 24, 39, 43, 47, 58] often rely on 2D pri-
ors, but applying them frame-by-frame leads to flickering,
and video SR cannot ensure cross-view consistency, making
them ill-suited for dynamic avatars.

Recent advances in 3D-aware generative models, partic-
ularly 3D GANs [4, 57, 59], have demonstrated strong 3D
priors for reconstructing head avatars via GAN inversion.
By projecting input images into the latent space of a 3D
GAN, they can synthesize high-quality 3D heads from lim-
ited data. Inspired by this paradigm, we propose to extend
3D GAN inversion to the super-resolution of animatable 3D
avatars. In Figure 2, we show the difference between typical
3DGS head reconstruction and 3D GAN inversion. We also
provide an example to illustrate that 3D GAN inversion can
well handle inconsistent multi-view. However, unlike static
inversion, directly applying inversion to animatable avatars
is much harder — super-resolved head must stay realistic
and identity-preserving across diverse expressions.

To address these challenges, we propose a dynamics-
aware 3D inversion framework for upsampling low-
resolution animatable head avatars. The key idea is to lever-
age the strong 3D priors of generative head models while
tightly coupling the inversion process with the underlying
mesh structure (e.g., FLAME [36]). Instead of relying on
single-frame information, we condition inversion on multi-
view renderings and depth cues, ensuring cross-view con-
sistency and faithful alignment. To further tackle animation,

we extend this conditioning across multiple facial expres-
sions, enabling the reconstructed avatar to preserve identity,
detail, and realism even under dynamic motion.

We name our approach SuperHead and demonstrate
its effectiveness on different benchmarks (i.e., NeRSem-
ble [30], INSTA [69]). SuperHead works seamlessly across
different head avatar models (e.g., GaussianAvatar [40],
SplattingAvatar [42]), showing clear gains in fidelity over
competing methods. Our dynamics-aware design ensures
that the upsampled avatars remain consistent under diverse
facial motions, a scenario where existing methods often
struggle. Moreover, since GAN inversion is computation-
ally lightweight, our method achieves these improvements
without sacrificing efficiency, enabling fast inference. To
the best of our knowledge, this is the first framework that di-
rectly addresses the task of super-resolving low-resolution
animatable 3D head avatars and obtains competitive results.

2. Related Work
Animatable 3D Head Avatar. 3D head avatar modeling
has long been an active area due to its broad applications.
Early works rely on multi-view stereo for geometry recon-
struction [3, 5, 8, 17], but require heavy computation and
complex capture setups. More recent approaches employ
volumetric representations [2, 16, 18, 20, 23, 44, 55, 68]
or neural implicit functions [51, 56, 62, 63, 65], offering
higher efficiency and reconstruction quality, often lever-
aging 3D Morphable Models [6, 36] for semantic control
and identity–expression disentanglement. INSTA [69] de-
forms query points to a canonical space using FLAME [36],
while Khakhulin et al. [29] learn non-rigid deformations
on FLAME templates to recover dynamic details from in-
the-wild videos. Another branch of methods [11, 64] ex-
plore 3D head avatar creation with few-shot images, avoid-
ing the need of heavy video inputs. More recently, 3D
Gaussian Splatting (3DGS) [28] has advanced novel view
synthesis with superior fidelity and much faster render-
ing, and has become widely used for head avatar modeling



[10, 13, 31, 34, 37, 40, 42, 50, 54, 64, 67]. GaussianA-
vatars [40] binds 3D Gaussians to FLAME mesh surface to
create animatable heads; SplattingAvatar [42] offsets Gaus-
sians along surface normals to fit more complex geometry;
and SurFhead [34] rigs 2D Gaussian surfels to parametric
models for well-defined geometry. Our method is comple-
mentary to these designs and can be directly applied to dif-
ferent types of Gaussian-based head avatars to enhance their
fidelity and robustness.

3D Super-Resolution. Despite progress in 3D reconstruc-
tion and generation, enhancing low-resolution 3D content
remains challenging. One line of work [21, 24, 35, 47, 58]
leverages pre-trained single-image super-resolution (SISR)
models to upscale images rendered from 3D representa-
tions, with additional mechanisms to improve multi-view
consistency. More recently, other methods [32, 39, 43] em-
ploy pre-trained video upsamplers [7, 53] to enhance 3D
content through 2D video priors, offering stronger tempo-
ral coherence but struggling with long-range consistency
under large viewpoint changes. In contrast, our approach
achieves dynamic 3D super-resolution by directly enforcing
both multi-view and temporal consistency, producing high-
fidelity avatars robust to diverse expressions and motions.

Generative Head Avatar Reconstruction. Advances in
3D-aware generative models [1, 9, 19, 25, 31, 45] have
gained attention for synthesizing high-quality 3D repre-
sentations and consistent multi-view images, making them
strong priors for head avatar reconstruction. Among
them, GSGAN [25] generate 3D Gaussian-based static head
through adversarial training with large amount of 2D head
images. Several works [4, 15, 33, 46, 52, 57, 59] reconstruct
and edit 3D faces from a single image via GAN inversion,
projecting real images into the latent space of 3D-aware
GANs to enable viewpoint-consistent synthesis and seman-
tic control. Others target animatable avatars. AniFaceGAN
[49] extends a static 3D-aware generator [12] with a de-
formation field mapping query points to canonical space,
while Lin et al. [38] use 3D GAN inversion to animate por-
traits. Next3D [45] combines a tri-plane representation with
a conditional 3D Morphable Model (3DMM) and applies
PTI inversion [41], while InvertAvatar [61] improves re-
construction through incremental inversion across multiple
frames. These works show the effectiveness of pre-trained
3D GANs for one-shot or few-shot avatar reconstruction.
We extend this direction by leveraging 3D generative priors
to upsample low-resolution animatable head avatars.

3. Preliminary
We use 3D GAN inversion with GSGAN [25] for 3D head
reconstruction and adopt a representation where avatars are
modeled as 3D Gaussian splats rigged to a parametric face
model. In this section, we review both components.

3.1. 3D GAN Inversion
Given a pre-trained unconditional 3D GAN model G pa-
rameterized by weight g and an input image I, the goal of
3D GAN inversion is to find a latent code z⇤ that accurately
reconstructs I at the corresponding camera pose, while en-
abling content-consistent synthesis from novel viewpoints.
This problem is commonly formulated as:

z⇤ = argmin
z

Lrecon(G(z,⇡; g), I), (1)

where z is the latent representation in W+ space [26, 27] of
the 3D GAN model, ⇡ is the corresponding camera matrix
of the input image, and Lrecon is a pixel-wise reconstruction
or perceptual loss. However, optimizing only in the W+

space often fails to capture fine-grained facial details, re-
sulting in suboptimal reconstructions. To address this issue,
recent methods (e.g., [41]) propose a second-stage inversion
in the parameter space by slightly finetuning the GAN gen-
erator, and achieves improved reconstruction results. This
second-stage optimization is formulated as:

g
⇤ = argmin

g
Lrecon(G(z⇤,⇡; g), I) (2)

where z⇤ is fixed from the first stage. In our framework, we
thus adopt this two-stage 3D GAN inversion approach for
high-fidelity reconstruction. In this paper, we define ”an-
chor image” as all images I that are used for inversion.

3.2. 3D Gaussian Avatar
Following GaussianAvatars [40], an avatar is represented by
3D Gaussian primitives anchored to the surface of a para-
metric face model such as FLAME [36]. Each primitive is
defined in the local coordinate system of a mesh face by
position µ0, rotation r0, and scaling S0, and transformed to
global coordinates as:

r = Rr0, µ = sRµ0 +T, S = sS0
, (3)

where R is the orientation of the triangle face, T is the mean
of its three vertices, and s is a scale factor. The FLAME
model is controlled by shape parameters �, pose parameters
✓, expression parameters  , and static vertex offsets �.

4. Our Approach
Overview. Figure 3 illustrates the SuperHead framework.
The input is a low-resolution (LR) animatable 3D head
model H , whose movement is driven by an underlying
FLAME model M . Our goal is to synthesize an animat-
able head avatar Ĥ that exhibits a high level of realism and
fidelity in various facial expressions, while preserving the
identity of the subject. We start by synthesizing a static
3D Gaussian head in canonical space through multi-view
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Figure 3. Overview of SuperHead. Given a low-resolution 3D head avatar driven by a morphable model, we first reconstruct static 3D
head in the canonical space with multi-view 3D GAN inversion (Section 4.1). We then refine mesh geometry and rig 3D Gaussians onto
mesh surface to enable animation (Section 4.2). We further include anchor images with diverse camera poses and expressions for dynamics-
aware 3D refinement, ensuring the robustness of the 3D head model across viewing angles and complex facial motions (Section 4.3).

3D GAN inversion (Section 4.1), where multi-view ren-
derings of a neutral expression  neu from LR input model
are sampled and super-resolved for the inversion. Then,
we rig the static 3D Gaussian head to the FLAME mesh
for animation (Section 4.2). Finally, to make the synthe-
sized 3D head model robust under different facial motions,
we perform dynamics-aware 3D refinement to get Ĥ by
jointly optimizing 3D GAN inversion using a set of sampled
and super-resolved anchor images {Îj}kj=1 (Section 4.3)
rendered from the LR input model H with configurations
{(✓j , j ,⇡j)}kj=1, where ✓j ,  j are the pose and expression
parameters of FLAME and ⇡j is the camera parameter.

4.1. Multi-View 3D Inversion

Given a pre-trained 3D GAN G for generating Gaus-
sian head avatars with parameters g, we optimize a la-
tent code w⇤ such that the resulting 3DGS representation
G = G(w⇤

, g
⇤) can faithfully reconstructs a given set of n

multi-view anchor images {Îi}ni=1.

Multi-view anchor images sampling. We collect {Ii}ni=1

by sampling n multi-view renderings of a specific expres-
sion  neu and FLAME mesh pose ✓neu from LR input model.
The camera poses ⇡i of the multi-views are uniformly sam-
pled on a sphere with radius r centered at the model. Note
that we only sample views within an angle range that cov-
ers the frontal part of input head model. We manually se-
lect  neu with a major consideration that  neu should contain
major occluded parts, e.g., teeth and eyeballs, so that G can
generate these facial parts through the inversion. Then, we
obtain high-resolution counterparts {Îi}ni=1 using an off-

the-shelf image super-resolution model [66].
Multi-view 3D GAN inversion. We then reconstruct a
static 3D Gaussian head in canonical space using the multi-
view images {Îi}ni=1 and the canonical FLAME mesh
M̂✓neu, neu , defined by the neutral pose ✓neu and expression
 neu. The objective is to minimize the reconstruction loss:

Li
img =

���Î0i � Îi
���
2
+ �p Lpips(Î

0
i, Îi), (4)

where Î0i = R(G(w, g);⇡i) and R is a differentiable ren-
derer. The object Lpips is the perceptual loss, and ⇡i is the
camera parameter of Îi.

To enforce geometric alignment, we add depth supervi-
sion. Let Di be the depth map of M̂✓neu, neu rendered at ⇡i,
and mi a mask excluding hair regions. The depth loss is

Li
depth =

���Rd(G(w, g);⇡i)�Di

�
·mi

��
2
, (5)

where Rd is the differentiable depth renderer. Depth su-
pervision is omitted on hair regions since FLAME does not
model hair. The multi-view 3D GAN inversion loss is

Lmv =
1

n

nX

i=1

�
Li

img + �d Li
depth

�
. (6)

The inversion jointly enforces image and depth consistency
across views, ensuring the reconstructed 3D Gaussian head
aligns photometrically and geometrically with the input.

4.2. 3D Gaussian Rigging
Following GaussianAvatars [40], we bind the reconstructed
Gaussian head G to the underlying FLAME mesh for ani-
mation. However, the initial geometry of the low-resolution



head model H , driven by the FLAME mesh M , often de-
viates from the super-resolved images {Îi}ni=1, so directly
binding G to the mesh may cause mismatching between 3D
Gausians and corresponding facial parts. For example, 3D
Gaussians of teeth could be bound to lips on the mesh. To
correct these misalignments, we first perform mesh geome-
try refinement, then bind 3D Gaussians to the refined mesh.
Geometry refinement. Let M�,✓, denote the FLAME
mesh parameterized by global shape �, pose ✓, and ex-
pression  . For each image Îin, we detect 2D facial
landmarks `i 2 R2⇥m, where m is the number of land-
marks. The corresponding 3D landmarks are extracted as
Xi = S(M�,✓i, i) 2 R3⇥m, where S(·) is a landmark se-
lection operator that selects the m predefined mesh vertices
corresponding to facial landmarks. With camera projection
⇧i(·), the optimized shape parameter is

�
⇤ = argmin

�

nX

i=1

k⇧i(Xi)� `ik2 . (7)

Here, � is shared globally across all anchor images, while
(✓i, i,⇧i) vary per image. The optimized shape �⇤ is fixed
for the rest of the pipeline. See Figure 9 for illustrations.
3D Gaussian rigging. Following GaussianAvatars [40], we
bind the reconstructed Gaussian head G to the underlying
FLAME mesh. Each Gaussian primitive is associated with
its nearest mesh face. To enable animation, the Gaussian pa-
rameters (i.e., position µ, rotation r, and scale S) are trans-
formed into the local coordinate system of that face as

r0 = R�1r,µ0 =
1

s
R�1(µ�T),S0 =

1

s
S�1

, (8)

where R is the face orientation, T is the mean of its three
vertices, and s is a scaling factor. After the FLAME mesh
deforms (e.g., under expression changes), the local Gaus-
sian parameters are mapped back to the global coordinate
system using Equation 3.

4.3. Dynamics-Aware 3D GAN Refinement
Through multi-view 3D GAN inversion (Section 4.1) and
3D Gaussian rigging (Section 4.2), we can animate a high-
resolution 3D head model. However, this setup has the fol-
lowing limitations: First, there is no guarantee of faithful re-
construction at camera poses far from ⇡in; Second, Some
facial regions are occluded in the canonical view (e.g., eye-
lids, inner mouth), causing incomplete reconstruction; Fi-
nally, G is unstable under deformation, causing artifacts in
large facial motions. To solve the above limitations, we uti-
lize multi-expression renderings from LR input model to
jointly optimize the 3D GAN inversion process.
Multi-expression anchor images sampling. To begin, we
first augment Î by adding super-resolved multi-expression
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Figure 4. Example of sampled anchor images and the correspond-
ing FLAME mesh used for 3D GAN inversion.

anchor images, getting a augmented image set of k im-
ages in total. We manually select various facial expressions
that (1) each facial region (e.g., teeth, eyelids) is visible in
at least one selected expression, and (2) the selected ex-
pressions capture a wide range of common facial deforma-
tions to improve robustness under stretch and compression.
With the selected expressions, we sample and super-resolve
multi-view renderings from LR input model following the
same way in Section 4.1. Note that in the augmented image
set, {Îi}ni=1 is solely used in multi-view 3D GAN inversion,
while {Îj}kj=1, k > n is used for dynamics-aware 3D GAN
refinement. See Figure 4 for representative examples.
Joint optimization via multi-expression anchor images.
We leverage images with different poses and expressions
to jointly supervise 3D GAN inversion. Let Tj denote the
deformation from the canonical mesh M̂✓neu, neu to M̂✓j , j .
This yields transformed Gaussian heads Tj(G), enabling
both image and depth supervision at every view. The per-
view image reconstruction loss is

Lj
img =

���Î0j � Îj
���
2
+ �p Lpips(Î

0
j , Îj), (9)

where Î0j = R(Tj(G(w, g));⇡j) is the rendered image at
view ⇡i. The per-view depth loss is

Lj
depth =

��(D0
j �Dj) ·mj

��
2
, (10)

where D
0
j = Rd(Tj(G(w, g));⇡j) is the rendered depth

map and mi excludes hair regions. The total objective aver-
ages both terms across all views:

Ldyn =
1

k

kX

j=1

�
Lj

img + �d Lj
depth

�
. (11)

Finally, we can have the final loss term in each optimization
iteration by combining Equation 6 and Equation 11:

Ltotal = Lmv + Ldyn (12)

Following Section 3.1 in 3D GAN inversion, we adopt a
two-stage training strategy: first optimize w with Equa-
tion 12, then fine-tune g with fixed w⇤.



Table 1. State-of-the-art comparison of upsampling animatable 3D head avatars on the NeRSemble and INSTA datasets. Image metrics
(PSNR", SSIM", LPIPS#) are computed frame-by-frame using an identical validation motion sequence on novel camera poses and expres-
sions. We also report inference time for each methods, showing that our method achieves best quality with competitive efficiency.

Method

NeRSemble dataset [30] INSTA dataset [69]
Time

Self-Reenactment Novel View Synthesis Self-Reenactment

PSNR " SSIM " LPIPS # PSNR " SSIM " LPIPS # PSNR " SSIM " LPIPS # min

GaussianAvatars (LR) [40] 18.56 0.811 0.302 18.72 0.822 0.249 19.79 0.837 0.220 —
Video-based SR [14] 21.91 0.840 0.254 21.18 0.833 0.219 23.01 0.850 0.158 30
SuperGaussian [43] 19.57 0.837 0.278 21.57 0.860 0.215 22.89 0.842 0.177 14
SR + GPAvatar [11] 18.29 0.768 0.244 18.14 0.810 0.228 20.15 0.823 0.156 3
SuperHead (ours) 22.21 0.850 0.238 22.76 0.871 0.213 23.76 0.864 0.135 5
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Figure 5. Qualitative comparisons on the NeRSemble dataset [30]. SuperHead synthesizes high-quality facial details across diverse
expressions, clearly outperforming baselines and in some cases approaching the pseudo ground-truth head avatar.

5. Experiments
We validate SuperHead with diverse scenarios using differ-
ent Gaussian avatar models. Section 5.1 describes the ex-
perimental setup, Section 5.2 presents the main results, and
Section 5.3 provides ablations and analysis.

5.1. Setup

Datasets. We evaluate our method on two challenge
datasets: NeRSemble [30] (multi-view video) and INSTA

[69] (monocular video). For NeRSemble, a pseudo ground-
truth animatable head avatar (HR avatar) was reconstructed
using GaussianAvatars [40] from all multi-view record-
ings of a single animation sequence at a base resolution of
802⇥550. For INSTA, we train the HR avatar with monoc-
ular video. We use a down-sampling factor of 4 to create
low-resolution videos. Each set of down-sampled videos
was subsequently used to reconstruct a low-resolution head
avatar (LR avatar) with GaussianAvatars, which serve as the
input to our enhancement pipeline.
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Figure 6. Qualitative results on INSTA dataset [69]. All methods are driven and rendered with novel camera poses and expressions.

Evaluation protocols. For NeRSemble, we consider two
settings, both with baselines driven by the a validation se-
quence: (1) Novel View Synthesis, with novel camera poses
⇡eval /2 ⇡1jk. (2) Self-Reenactment, with novel expres-
sions  eval /2  1jk. We also show HR avatar as an
upper-bound of 3D head super-resolution in qualitative re-
sults. For INSTA, which contains only monocular videos,
we evaluate in the Self-Reenactment setting and report ren-
derings with novel poses and expressions for all methods.

Metrics. We evaluate the quality of up-scaled animatable
3D head avatars using Peak Signal-to-Noise Ratio (PSNR),
Structural Similarity Index (SSIM) [48], and Learned Per-
ceptual Image Patch Similarity (LPIPS) [60].

Baselines. We compare SuperHead with the state-of-the-
art methods: (1) GaussianAvatars (LR) [40]: We train it di-
rectly on low-resolution videos. (2) Video-based SR: Given
a LR avatar and an animation sequence, we render multi-
view video sequences and apply a video SR model [14]
to upsample them independently. GaussianAvatars recon-
structs the HR avatar from these upsampled videos. (3) 3D-
based SR: A naive baseline for upsampling an animatable
3D model is to upsample the static model in the canonical
pose. Following this idea, we apply SuperGaussian [43] to
upsample the static 3D Gaussian head under  neu expres-
sion. The resulting HR head is then rigged to the origi-
nal FLAME model and animated over the motion sequence.
(4) SR+GPAvatar: We reconstruct a 3D head model us-
ing the few-shot method GPAvatar [11], with super-resolved
multi-view renderings from the LR avatar as input.

Table 2. Ablation study on the key design components. Please
see the corresponding qualitative analysis in Figure 8.

Setting PSNR " SSIM " LPIPS #

SuperHead (ours) 22.15 0.841 0.243
(a) w/o multi-view inversion 19.86 0.812 0.283
(b) w/o multi-expr. inversion 21.18 0.824 0.269
(c) w/o depth supervision 21.74 0.829 0.251
(d) w/o FLAME refinement 22.03 0.838 0.246

Implementation details. We use pre-trained GSGAN [25]
for 3D GAN inversion. We place cameras on a sphere of ra-
dius r = 0.6, with ⇡1jk sampled within ±45� across
all axes and facing the LR input center. Each optimiza-
tion runs 150 iterations with both multi-view inversion and
dynamics-aware refinement. We use Adam with learning
rate 0.04 for W+ inversion, followed by PTI [41] for the
last 50 iterations with learning rate 0.002 and locality regu-
larization to preserve GAN expressivity.

5.2. Main Results
We show quantitative results in Table 1. Our method outper-
forms all other baselines on both multi-view and monocular
video datasets. We also report inference time for each en-
hancement method, and SuperHead shows great inference
speed while achieving the best performance. Figure 5 and
Figure 6 present qualitative comparisons between Super-
Head and the baseline approaches. Other methods exhibit
blurry textures and noticeable artifacts, likely due to incon-
sistencies arising from independently up-scaling multi-view
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Figure 7. Sequential frames of SuperHead. SuperHead recovers fine details and facial components with multi-view/frame consistency.
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Figure 8. Ablation studies. We iteratively remove various design
components, including multi-expression inversion, depth supervi-
sion, and multi-view inversion, and show the rendered image and
depth maps of the output head avatar with novel expression and
novel camera view. The results get progressively worse.

inputs. In contrast, SuperHead synthesizes sharp textures
and much richer facial details, e.g., facial hair and teeth.
In some cases, the visual quality achieved by SuperHead is
on par with and even surpass the pseudo ground-truth (GT)
HR avatar in the synthesis of certain high-frequency de-
tails, e.g., eyebrows, underscoring the effectiveness of our
approach in leveraging powerful generative 3D priors for
the super-resolution task. We also show rendering sequence
of SuperHead in 7, indicating that our method can recover
high-quality and consistent facial details.

5.3. Ablation and Analysis
We conduct ablation studies to evaluate key design compo-
nents and report results in Table 2 and Figure 8.
Multi-view inversion (cf. Section 4.1). When perform-
ing 3D GAN inversion with only single-view, the quality
of novel views is poor with distorted geometry and ap-
pearance (Table 2-(a)). In contrast, with all components
enabled, SuperHead produces high-fidelity reconstructions
with smooth and coherent surfaces, demonstrating the com-
plementary benefits of each design choice.
Multi-expression inversion and depth supervision
(cf. Section 4.3). With only one expression, the 3D
head often shows floating artifacts on novel expressions
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Figure 9. Importance of geometry refinement. Without refine-
ment, anchor images misalign with the underlying geometry, such
as the eye sockets, lower lip, and teeth. After refinement, the
FLAME mesh aligns accurately with the anchor images.

(Table 2-(b)). Similarly, omitting depth supervision can
result in surfaces with holes (Table 2-(c)).
Geometry refinement. Before 3D Gaussian binding, we
refine the mesh (cf. Section 4.2) to ensure Gaussians are
rigged to the correct partsas, shown in Figure 9. This step
also improves performance, as shown in Table 2-(d).
More results. We include videos, analysis on anchor image
sampling, and results of comparability to other 3D avatar
model (e.g., SplattingAvatar [42]) in the supplementary.

6. Discussion and Conclusion
We present SuperHead, a new framework for upsampling
low-resolution animatable 3D head avatars. By leveraging
upsampled multi-view images and depth cues across diverse
expressions, SuperHead exploits 3D GAN priors to synthe-
size realistic 3D Gaussian heads with geometric consistency
and temporal coherence. Extensive experiments show that
SuperHead outperforms existing baselines in visual quality.
We hope our method opens new possibilities for digital hu-
mans in VR, telepresence, and entertainment.
Limitation and future works. Our method still has chal-
lenges: it cannot handle dynamics of hair in head-shaking
motion or recover 360 degree 3D head. Please be referred
to the supplementary material for further discussion.
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From Blurry to Believable:

Enhancing Low-quality Talking Heads with 3D Generative Priors

Supplementary Material

In this supplementary material, we provide additional
details and results omitted in the main text.

A. Contribution and Limitations

Main contribution. While many previous works have ex-
plored super-resolution (SR) in 2D content, e.g., images, or
3D representation static representation, e.g., 3D Gaussian,
super-resolution in dynamic 3D representation remains an
unexplored topic. The main challenge lies in the fact that
2D SR not only struggles with multi-view but also temporal
inconsistencies, when up-sampling a dynamic 3D represen-
tation. Our method addresses this challenge by performing
multi-view and multi-expression 3D GAN inversion, ensur-
ing that the synthesized 3D head preserves high-frequency
details even when the up-sampled anchor images are incon-
sistent. To the best of our knowledge, this is the first attempt
on super-resolution of dynamic 3D avatar representation.
Limitation. The major limitation is that 3D GAN cannot
synthesize complete 3D head, i.e., it struggles to generate
back of a human head. The main reason is that 3D GAN
is trained on FFHQ [2], which consists only of frontal hu-
man faces. Building a large-scale human face dataset that
includes views of back head is a possible way to extend 3D
GAN’s ability of synthesizing back views of human heads.
As shown in Figure S1, while GSGAN [1] can synthesize
frontal views of high-fidelity details, it struggles to synthe-
size the back of the human head.

0 degree 30 degree 135 degree 180 degree 

Figure S1. 3D GAN struggles to synthesize the back of a human
head. We rotate a synthesized head before camera to show quality
gap between views of frontal and back of a head.

B. Additional Implementation Details

We adopt GSGAN [1] as our 3D GAN backbone. To
make 3D GAN robust towards side views of a 3D head
and hairstyles, we processed FFHQ [2] by cropping the im-
age source to include full head in the image. Then, we
fine-tuned the GSGAN checkpoint on the re-cropped FFHQ
dataset. Figure S3 shows that the fine-tuned 3D GAN can

not only synthesize finer details on facial parts but also ac-
curate hairstyles. All of our experiments, including the 3D
GAN fine-tuning, were conducted on a RTX A6000 GPU.

C. Additional Results and Analyses

Additional qualitative results. We show additional visual
comparison of various baselines introduced in the main pa-
per in Figure S3. Our method demonstrates superior capa-
bility in recovering detailed facial expressions, e.g., corner
of the mouth, but also accurate geometry of the hair.

Table S1. SuperHead achieves identical performance when apply-
ing to SplattingAvatar [5] on INSTA dataset [6], proving Super-
Head’s generalizability to enhance diverse 3D avatar models.

Setting PSNR " SSIM " LPIPS #

SplattingAvatar (LR) [5] 19.24 0.825 0.251
SuperHead + SplattingAvatar [5] 23.04 0.834 0.167
SuperHead + GaussianAvatars [4] 23.76 0.864 0.135

Figure S2. Expressions we used to sample anchor images.

Comparability to other 3D avatar model. We further
evaluate our method on an alternative 3D avatar model
to demonstrate its generalizability. Specifically, we adopt
SplattingAvatar [5], which, similar to GaussianAvatars [4],
rigs 3D Gaussians onto the FLAME mesh with a learnable
normal offset to the surface. The upsampling procedure fol-
lows the same pipeline as with GaussianAvatars: we first
sample and enhance anchor images from a SplattingAvatar
trained on low-resolution captures, and then perform multi-
view inversion along with dynamics-aware 3D refinement
to optimize a 3D Gaussian head rigged on the underlying
FLAME mesh. The results are reported in Table S1. We
compare SplattingAvatar (LR), a 3D head model trained on
low-resolution captures, with SuperHead + SplattingAvatar,
the corresponding upsampled 3D head model. We show
that our method successfully enhances low-quality 3D head



OursLR Video-based SR SuperGaussian SR + GPAvatar HR
(Pseudo GT)

Figure S3. Additional qualitative results on the NeRSemble dataset [3] and INSTA [6]. In addition to zooming in facial parts of results,
we also show the holistic view of upsampled 3D avatar, indicating that our method can not only enhance facial expressions but also details
such as hair strands. Please zoom in to check details.

models across different design choices, thereby demonstrat-
ing its strong generalizability.

Anchor image sampling As mentioned in Section 4.3 of
the main paper, we perform dynamics-aware 3D GAN re-
finement to improve the synthesized 3D head under differ-
ent expressions and motions. For this purpose, we carefully
select a set of expressions to form an ”expression pool”,

from which we sample anchor images with different cam-
era poses. We found that a set of 10 expressions is sufficient
to achieve good performance. We show the expressions we
use throughout our experiments in Figure S2. The selected
expressions cover a range of facial motions, from screaming
to smiling and eye-closing.



D. Ethical and Societal Impacts

Our work improves the quality of 3D head avatar recon-
struction, which has potential benefits in areas such as
telecommunication and digital content creation. At the
same time, we are aware of possible risks, including issues
of privacy, misuse for non-consensual content, and bias in
representation. We emphasize the importance of developing
and applying such techniques responsibly and with appro-
priate safeguards. Furthermore, like many generative meth-
ods, reconstruction results may contain certain biases if not
carefully addressed. We believe it is important for future
research and deployment of these techniques to be guided
by principles of responsible AI, including fairness, trans-
parency, and safeguards against malicious use.
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